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 Professional Summary:
An ambitious Professional with a strong Linux background and in automating, building, releasing of code form one environment to the other and deploying to servers. Qualified with 8 years of progressive experience in Information Technology worked towards implementing DevOps strategies in various environments of Linux and window servers along with adopting cloud technologies based on Amazon Web Services and Microsoft Azure.

Work Summary:

· Experience as Cloud Administrator on Microsoft Azure involved configuring Virtual machines, storage accounts and resource groups.

· Extensive experience in Amazon Web Services (AWS) cloud services such as EC2, VPC, S3, IAM, RDS, ELB, VPC, Route 53, Cloud Trail, Cloud Watch, Cloud Formation, AWS SNS, AWS SQS and AWS Direct Connect.

· Setting up databases in AWS using RDS and configuring instance backups to s3 bucket.

· Experience in setting up Elastic Load Balancers (ELB) and Auto scaling groups on production EC2 instances to build Fault-Tolerant and High Availability applications.

· Implementing Amazon EC2 setting up instances, Virtual private cloud and security groups.

· Monitoring and alerting of production and corporate servers/storage.

· Hands on experience in using configuration management tools like chef and ansible.   

· Extensively worked on Jenkins by configuring and maintain for the purpose of continuous integration (CI) and Continuous Delivery (CD) for End to End automation for all build and deployments.

· Experience in working with version control systems like GIT, GitHub and Bitbucket.

· Proficient with containers systems like Docker and Container Orchestration like EC2 container service and Kubernetes.

· Created GIT Hooks for JIRA Integration and enforcing naming conventions. Performed CM tasks like branching, merging and tagging the source code in git.

· Install, configure, modify, test & deploy applications on JBoss, Apache Webserver, Nginx & Tomcat App Servers.

· Experience in Administration of Production, Development and test environment carrying Windows, Ubuntu, Red Hat Linux, Centos.

Technical Skills:

· Cloud Technologies: Amazon Web Services, Azure and Open stack.

· AWS Services: EC2, EBS, ELB, S3, VPC, RDS, Route53, AMI, IAM, Lambda, CloudFront, Cloud Trail, SNS, SQS.

· Containerization: Docker, Kubernetes and Vagrant.

· Configuration Management Tools: Ansible. 

· Continuous Integration Tools: Jenkins, Bamboo.
· Build Tools: Ant and Apache Maven.

· Version Control Tools: Subversion, GIT, GitHub, Bitbucket.

· Scripting Languages: Shell, Batch, Groovy and Power shell.

· Monitoring Tools: Splunk, Nagios, CloudWatch, App Dynamics, Dynatrace.

· Production Servers: WebLogic, WebSphere, JBOSS, Apache Tomcat.

· Bug Tracking Tools: JIRA, Remedy and HP Quality Center.

· Database systems: Dynamo DB, Mango DB, Oracle, MySQL, mark Logic and PostgreSQL.

· Methodologies: Agile, Scrum.

· Operation Systems: Unix, Linux (Red Hat 6.x, 7.x), Ubuntu/Debian, Centos, Windows (10/8/7/xp/vista).

· Languages: C, C++, Python, Ruby, Java/J2EE.

Experience:
BestBuy

August 2021 – Till Date
Role: DevOps / System Engineer

Responsibilities:

· Involved in designing and deploying multiple applications utilizing almost all the AWS stack (Including EC2,

· Route53, S3, RDS, Dynamo DB, SNS, SQS, IAM) focusing on high-availability, fault tolerance and auto-scaling in AWS terraform and small part using cloud formation template

· Configured AWS Identity and Access Management (IAM) roles, policies, and permissions using Terraform to ensure secure access and authorization control within the AWS environment.

· Integrated IAM roles and policies with other AWS services and resources, enabling granular access control and least privilege principles.
· Created AWS Route53 using Terraform to route traffic between different regions

· Designed Terraform template to create customized sized VPC, sub-nets, NAT to ensure successful deployment of web applications and database templates.

· Designed and deployed multiple applications across different environments, including Test, Stage, and Production, in AWS.

· Leveraged AWS services and resources to build and configure the necessary infrastructure for each application in their respective environments.

· Collaborated with development teams and stakeholders to gather requirements and design the appropriate AWS architecture for each application's deployment.

· Managed container registry to store, manage, share, and deploy container images with Amazon Elastic

Container Registry (ECR).

· Experience in handling all CI tools like Jenkins and Drone Managing Security, performances, plugin

management code integrating analysis and Test to complete CD pipeline with Jenkins

· Developed Ansible playbooks with multiple roles, tasks, and advanced features such as loops, templates, and service management.

· Implemented efficient management of host variables and group variables in Ansible, enabling flexible configuration across different environments and systems.

· Utilized Ansible's powerful templating capabilities to dynamically generate configuration files and streamline the deployment process.

· Continuously enhanced Ansible playbooks, incorporating feedback and lessons learned to improve efficiency, reliability, and maintainability.

· Used Ansible to manage Web applications, Environments configuration Files, Users, Mount points and Packages

· Worked on Elastic Load Balancing to automatically distributes incoming application traffic across multiple

targets, such as Amazon EC2 instances, containers, IP addresses, Lambda functions, and virtual appliances

· Used CloudWatch to collect monitoring and operational data in the form of logs, metrics, and events, to view AWS resources, applications, and services that run on AWS and on-premises servers

· Initiating alarms in CloudWatch service for monitoring the server&#39;s performance, CPU Utilization , disk usage etc.

· Maintain GIT, Bitbucket repositories, handling branching, Merging, tagging and releasing activities

· Strong experience utilizing Jenkins for enterprise scale infrastructure configuration and application

· deployments – checking out code from git and ant/maven to build war/jar artifacts

· Implemented and configured Jenkins to automate the build, test, and deployment processes, ensuring seamless integration of code changes.

· Collaborated with development and testing teams to define and implement the necessary steps and workflows within Jenkins for code analysis and testing.

· Integrated code analysis tools, such as static code analysis or code quality tools, into the CD pipeline in Jenkins to ensure adherence to coding standards and identify potential issues early in the development process.
· Implemented auto-scaling to dynamically adjust the capacity of the AWS environment based on application demand and workload.

· Conducted regular monitoring and maintenance activities to proactively identify and address any issues in the deployed AWS infrastructure and applications.

· Responsible for participating in an on-call rotation on a monthly basis to address production alerts.

· Actively monitored and responded to various production alerts, ensuring timely resolution and minimizing downtime.

· Collaborated with cross-functional teams to investigate and troubleshoot issues raised by production alerts, implementing appropriate solutions.
· Utilized Splunk to monitor and manage alerts for a production environment hosted on AWS.

Molina Healthcare, Herndon, VA





                                             
April 2019 – March 2021 
Role: Devops Engineer
Responsibilities:

· Configured AWS IAM and Security group in public and private subnets in VPC with Terraform.

· Used Kubernetes to orchestrate the deployment, scaling and management of Docker Containers.

· Involved in designing, deploying, and maintaining multiple applications utilizing almost all the AWS stack (Including EC2, Route53, S3, RDS, Dynamo DB, SNS, SQS, IAM) focusing on high-availability, fault tolerance and auto-scaling in AWS terraform and small part using cloud formation template.

· Used CloudWatch to collect monitoring and operational data in the form of logs, metrics, and events, to view AWS resources, applications, and services that run on AWS and on-premises servers. 

· Used IAM to create and manage AWS users and groups, and use permissions to allow access to AWS resources.

· Managed AWS in Production environment
· Created AWS Route53 using Terraform to route traffic between different regions.

· Designed Terraform template to create customized sized VPC, sub-nets, NAT to ensure successful deployment of web applications and database templates.
· Managed container registry to store, manage, share, and deploy container images with Amazon Elastic Container Registry (ECR).
· Worked on Amazon Elastic Container Service (Amazon ECS) to managed container orchestration.

· Used CI tools like Jenkins and Drone Managing Security, performances, plugin management code integrating analysis and Test to complete CD pipeline with Jenkins. 

· Extensively worked on ansible deployments, written various ansible playbooks with multiple roles, tasks with loops, templates, service management, host variables, group variables etc. 

· Used Ansible to manage Web applications, Environments configuration Files, Users, Mount points and Packages.

· Utilized Elastic Load Balancing to automatically distribute incoming application traffic across multiple targets, such as Amazon EC2 instances, containers, IP addresses, Lambda functions, and virtual appliances.

· Scaled Amazon EC2 instances using Amazon EC2 Auto Scaling. 
· Used Docker and Container Orchestration like EC2 container service and Kubernetes.

· Initiated alarms in CloudWatch service for monitoring the server's performance, CPU Utilization, disk usage etc. to take recommended actions for better performance.

· Implemented automated local user provisioning instances created in AWS cloud.

· Setup and built AWS infrastructure various resources like VPC, EC2, S3, IAM, EBS, Security group, Auto scaling and RDS in AWS cloud using Terraform.

· Creating S3 buckets and managing polices for buckets by providing correct role accesses.

CDW   Vernon Hills, IL



                                      
May 2018 – April 2019
Role: DevOps / Cloud Engineer
Responsibilities:

· Involved in designing and deploying multiple applications utilizing almost all the AWS stack (Including EC2, Route53, S3, RDS, Dynamo DB, SNS, SQS, IAM) focusing on high-availability, fault tolerance and auto-scaling in AWS terraform and small part using cloud formation template.

· Built S3 buckets and managed policies for S3 buckets and used S3 bucket and Glacier for storage and backup on AWS.

· Developed push-button automation for app teams for deployments in multiple environments like Dev, QA, and Production.

· Perform troubleshooting and monitoring of the Linux server on AWS using Zabbix, Nagios and Splunk. 

· Management and Administration of AWS Services CLI, EC2, VPC, S3, ELB Glacier, Route 53, CloudTrail, IAM, and Trusted Advisor services.

· Created automated pipelines in AWS Code Pipeline to deploy Docker containers in AWS ECS using services like CloudFormation, CodeBuild, CodeDeploy, S3 and puppet.

· Worked on JIRA for defect/issues logging & tracking and documented all my work using Confluence.

· Integrated services like GitHub, AWS Code Pipeline, Jenkins and AWS Elastic Beanstalk to create a deployment pipeline. 

· Created and configured secure cloud VPC using private and public networks through subnets in AWS.

· Used Amazon IAM service to grant permissions and resources to users. 
· Managed container registry to store, manage, share, and deploy container images with Amazon Elastic Container Registry (ECR).

· Worked on Amazon Elastic Container Service (Amazon ECS) to managed container orchestration.

· Worked on Elastic Load Balancing to automatically distributes incoming application traffic across multiple targets, such as Amazon EC2 instances, containers, IP addresses, Lambda functions, and virtual appliances.

· Scaled Amazon EC2 instances using Amazon EC2 Auto Scaling. 

· Used CloudWatch to collect monitoring and operational data in the form of logs, metrics, and events, to view AWS resources, applications, and services that run on AWS and on-premises servers. 

· Wrote Ansible Playbooks with Python SSH as the Wrapper to Manage Configurations of AWS Nodes and Test Playbooks on AWS instances using Python.

· Design  AWS  Cloud Formation templates to create custom sized VPC, subnets, and NAT to ensure successful deployment of Web applications and database templates

· Created scripts in Python which integrated with Amazon API to control instance operations.

· Coordinate/assist developers with establishing and applying appropriate branching, labeling /naming conventions using GIT source control.

Charles Schwab, Austin, TX  
April 2017 – April 2018





 

Linux/VMWare Administrator 

Responsibilities:

· Worked as Linux and VMware support Administrator Supporting VM's and stand-alone servers in production and test environment. Manage Virtualization Environment using VMWare ESX 5.x  

· Install, configure, and support several Red Hat Enterprise Linux 6.x/7.x in both Physical and VMware ESXi 5.x Virtual Environment.

· Worked on Security/Authorizations, Created users with limited and full root privileges. 

· Perform day to day Linux administration such as user accounts, logon scripts, directory services, file system shares, permissions. Develop and maintain, library and procedural documents of the system. 

· Utilized Remedy for data center service requests (Network requests for IP's, and DNS changes). 

·  Acquired comprehensive requirements from PM, Team Leads pertaining servers to be migrated. 

·  Configured volume groups and logical volumes, extended logical volumes for file system growth needs using Logical Volume Manager (LVM).

· Installation of third party tools using packages.

· Install, configure and manage LAMP (Linux/Apache/MySQL/PHP) stacks. 

· Troubleshooting Production Server Problems related to web applications, disk space, file system, DNS and network connectivity. 

· Installing and updating packages using YUM (custom YUM Servers/repositories) resolve dependencies issues using Red Hat Satellite Server. 

· Software package and patch administration, involving adding and removing software packages and updating patches.

· Performed network troubleshooting.
· Monitoring system resources, logs, disk usage, scheduling backups and restore testing, debugging, documentation standards, and interfacing.

· Daily duties include Unix/ Linux server maintenance, supporting Test/Developer's team for application issues, performance tuning, troubleshooting, software running on Linux servers. 

·  Creating Managing & deploying various RHEL Virtual Machines and Templates. 

UHG, Green Bay, WI 






 
Feb 2015 – March 2017
Role:  DevOps / Cloud Engineer.

Responsibilities:

· Responsible for implementing AWS solutions and setting up the cloud infrastructure with different services, like EC2, EMR, Glue, S3, VPC, ELB, AMI, EBS, RDS, Dynamo DB, Lambda, Auto Scaling, Route53, Subnets, NACL's, Cloud Front, Cloud Formation, Cloud Watch Cloud Trail, SQS and SNS. 

· Implemented roles and groups for users and resources using Identity Access Management (IAM) and managed network security using Security Groups and IA

· Worked with IAM service creating new IAM users & groups, defining roles and policies and Identity providers.

· Automated and implemented the Cloud Formation Stacks (JSON Scripts) for creating/administrating the AWS resources like VPC, Subnets, Gateways, Auto-Scaling, Elastic- Load-Balancers (ELB), creating DB Instances and many others across different Availability Zones. 

· Created an AWS RDS Aurora DB cluster and connected to the on-prem database through an DMS 

· Wrote Ansible Playbooks to Manage Configurations of AWS Nodes and test Playbooks on AWS instances using Python. Run Ansible Scripts to provision Dev and Prod servers

· Implemented Cloud Infrastructure as a Service (IaaS) Automation across AWS Public Cloud using CloudFormation & Terraform and implemented CloudFormation Enterprise to Provision Infrastructure across AWS Workloads.

· Implemented Amazon Kinesis to Stream, Analyze and Process real-time Logs from application server and Amazon Kinesis Firehose to store the Processed Log Files in Amazon S3 Bucket.  

· Managed different infrastructure resources, like physical machines, VMs and even Docker containers using Cloud Formation. It supports different Cloud service providers like AWS.  

· Configuration of Continuous Integration (CI) and Continuous Delivery (CD) using Code Pipeline and Code Deploy for automation in AWS 

	Educational Background:


· Master’s in Computer science.                                                                 Aug 2013 -May 2015.

University of Central Missouri, Warrensburg, MO.

· Bachelor’s in Computer Science.                                                                    2008 to 2012.
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